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ABSTRACT 
The concept of resilience is now widely used to understand the vulnerability of complex systems 
to disturbances. It is emerging that more diverse systems are more resilient to disturbances. Here 
we develop a conceptual understanding of the resilience of behavioral systems and assess how 
this measure is related to the diversity of behavioral sequences modeled using Markov chains. 
We show that the resilience of behavior is related to its unpredictability, a diversity measure, 
using simulations and empirical data collected at ten study sites over 30 years. The more 
predictable behavior is, the less resilient it becomes. Such influences on behavioral resilience 
cannot be related to the effect size of disturbances in inter-population comparisons. However, we 
show that such measures are meaningfully related to the influence of disturbances when 
comparing the same population exposed to different ecological conditions. We show that 
behavior predictability can be driven by ecological conditions. For example, an increase in food 
availability can increase the duration of foraging bouts, hence constraining the dynamics of the 
population’s behavior. Such constraints increase behavioral predictability and in turn weaken its 
resilience to disturbance. This empirically-driven theoretical study offers a framework to manage 
exposure of animal populations to disturbance. 
 
Keywords: Behaviour (Short-term change, Long-term change); Management (Conservation, 
Whalewatching) 
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INTRODUCTION 
 
There is now a large body of evidence confirming that complex adaptive systems can have 
several stable solutions (Levin et al. 1998; Higgins et al. 2002; Marcos et al. 2003; Folke et al. 
2004; Frank et al. 2005; Kinzig et al. 2006; Daskalov et al. 2007; Liu et al. 2007). The likelihood 
that such systems shift from one state to another depends on properties of the stable state they 
occupy and the forces applied to these systems to push them away from this initial equilibrium 
(Figure 1). Such shifts have particularly been documented in marine ecosystems as a 
consequence of anthropogenic impacts (Hare and Mantua 2000; Scheffer and Carpenter 2003; 
Frank et al. 2005; Daskalov et al. 2007; Österblom et al. 2007). In such systems, biodiversity is 
linked to system functioning and health (Naeem et al. 1994; Tilman and Downing 1994; Tilman 
et al. 1996; Tilman 1999; Loreau et al. 2001; Hooper et al. 2005; Worm et al. 2006; Ives and 
Carpenter 2007). Systems that are more diverse tend to be more stable and more resilient to 
perturbations (Hooper et al. 2005; Ives and Carpenter 2007). These concepts of resilience and 
stability tend to also be linked to diversity in other studied systems such as socioeconomic or 
technological systems (Levin et al. 1998; Albert et al. 2000; Albert et al. 2004; Kinzig et al. 
2006). Understanding the factors driving the resilience of a system provides us with means to 
predict the influences of perturbations or disturbances on those systems and the likelihood that 
those will result in state alterations. The term resilience defines two concepts that have recently 
been shown to be related (van Nes and Scheffer 2007). Firstly, “ecological resilience” represents 
the maximum perturbation a system can accommodate without shifting into another state 
(Holling 1973). It represents the width of the basin of attraction surrounding a stable state 
(Holling 1973); the greater the basin, the harder it is to “push” the system out of a stable state 
and therefore the system is more resilient in that state. Secondly, “engineering resilience” 
represents the rate at which the system recovers from a small perturbation (Pimm 1984), a more 
resilient system recovering faster. In a conceptual representation of system dynamics (Figure 1), 
ecological resilience would correspond to the breadth of the basin of attraction while engineering 
resilience would relate to the steepness of the sides of the basin. The steeper the sides are, the 
faster the system can “roll back” to the stable state. Engineering resilience can be calculated 
empirically and theoretically using a variety of techniques (Neubert and Caswell 1997; Ives et al. 
2003; Hill et al. 2004; Wootton 2004; van Nes and Scheffer 2007). While conceptual work is 
available on ecological resilience, it has proven extremely challenging to develop techniques to 
quantify it (van Nes and Scheffer 2007). Recent work by van Nes and Scheffer (2007) show that 
both these concepts are linked, offering a way to assess resilience using the time it takes systems 
to recover from a small perturbation. In addition, recovery rates appear to slow down as the 
system approaches conditions leading to a shift in stable solution (van Nes and Scheffer 2007); 
in other words as it approaches the hill between two basins (Figure 1). Monitoring recovery rates 
from small perturbations across a range of conditions can therefore help in understanding how 
disturbances affect the resilience of a system (Figure 1). 

Animal behavior can be understood as a complex adaptive system (Granovetter 1978; 
Simpson et al. 1999; Nolfi 2004; Sumpter 2006). Behavior is a dynamic phenomena resulting 
from the integration of several non-linear interactions within individuals and between individuals 
and their environment (including conspecifics). Like other complex systems, behavioral systems 
can have alternative stable states influenced by both intrinsic (e.g., homeostasis) and extrinsic 
(e.g., changes in ecological conditions) factors (Levin et al. 1998; Lusseau 2004; Walker and 
Meyers 2004). Animal behavior is increasingly used as a tool to understand the influence of 
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human disturbance on the lives of animals (Blumstein and Fernàndez-Juricic 2004). Having an 
understanding of the principles governing the resilience of behavioral systems would provide 
important theoretical ground to conservation behavior, something that some authors argue this 
field is lacking (Caro 2007). Some studies have already shown that human disturbances can shift 
the behavioral regime of targeted populations. Boat interactions affect the behavior of cetaceans 
(Baker and Herman 1989; Corkeron 1995; Bejder et al. 1999; Lusseau 2003a; Bejder et al. 2006; 
Williams et al. 2006; Stensland and Berggren 2007). After twenty years of studies, we now 
understand that this disturbance result from avoidance tactics that disrupt the behavior of 
targeted individuals, animals forgoing their current activities to move away from boats. These 
disruptions can lead to reduced fitness and habitat abandonment, which can impact the viability 
of the targeted populations (Lusseau 2004; Lusseau 2005a; Bejder et al. 2006; Lusseau et al. 
2006b; Williams et al. 2006; Stensland and Berggren 2007). These energetic alterations can be 
driven by shifts in behavioral regimes. For example, bottlenose dolphins (Tursiops sp.)  in 
Milford Sound, Fiordland, can respond to boat disturbances using short-term evasive tactics, i.e. 
moving away from the boat interaction. However, if there is on average less than 70 minutes 
between two boat interactions in the fiord, dolphins will shift to long-term avoidance tactics, i.e. 
avoiding the fiord altogether during high boat interaction periods (Lusseau 2004; Lusseau 2005a). 
The stable states of the behavioral system here are multidimensional, integrating space use and 
activity budget. It is complicated to manage complex systems that have alternative stable states 
because they are affected by a wide variety of intrinsic and extrinsic factors (Yodzis 2001; 
Corkeron 2004; Frank et al. 2005). More importantly, while such system can be pushed into an 
alternative state by varying conditions, it may take more than reverting to original conditions to 
shift the system back into its original state (Scheffer et al. 2001). Therefore, management 
practices need to ensure that the ecological resilience of systems that we use is either maintained 
or improved in order to minimize the likelihood of unwanted state shifts.  

A recent review of resilience studies in ecosystems show the lack of empirical foundations 
for the mechanisms underlying the observed relationships between resilience and responses to 
perturbations (Ives and Carpenter 2007). We assess here the mechanism through which 
ecological conditions can affect the resilience of behavioral systems resulting in differences in 
the effect disturbances will have on these systems. Firstly, we assess whether the resilience of 
dolphin behavioral sequences is affected by its diversity, using a measure of engineering 
resilience. Analyses of animal behavioral sequences collected in the field as a Markov process 
have proven a useful tool in conservation biology to assess the influence of disturbances on 
animal behavior (Lusseau 2003a). We compare the resilience of behavior in nine populations of 
dolphins at ten different sites and assess whether behavioral systems that are more diverse are 
also more resilient. The rate of convergence to the stationary distribution of a Markov process 
provides a measure of the time it takes this process to recover from a small perturbation (Hill et 
al. 2004; Wootton 2004). This rate of convergence can be measured in several ways, one of 
which is the damping ratio of the transition probability matrix defining the Markov process 
which provides a minimum estimate of the convergence rate (Hill et al. 2004). Finally using two 
case studies, we determine whether varying ecological conditions can affect the resilience of the 
behavioral system studied and in turn influence the way in which disturbances, in this case boat 
interactions, affect dolphin behavior. 
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Figure 1: Diagram showing how extrinsic conditions (e.g., food availability) can influence the 
resilience of a behavioral system that has several stable states (two in this diagram). Stable states 
are represented by basins of attractions in which the system (represented by the black ball) rests. 
The system shifts its state when it rolls from one basin to another. Such movement is going to 
impaired/aided by the shape of the basin. The resilience of the system in a given state is 
represented by the width of the basin (ecological resilience, see text) and the steepness of the 
basin (engineering resilience, see text). External conditions can change the resilience of the 
different states meaning that in some instances, as the resilience becomes small, a small 
perturbation can shift the system from one state to another.  Figure adapted from the concept 
presented in Scheffer and Carpenter (2003). 
 
 
 
MATERIALS AND METHODS 
 
Sampling behavioral state 
Several studies have now defined the behavioral state repertoire of dolphins and analyzed the 
temporal sequence of those states as a Markov process (Lusseau 2003a; Lusseau 2004; Bejder 
2005; Williams et al. 2006; Stockin et al. 2008; Bain et al. submitted; Christiansen et al. 
submitted).  We collated information about state transition probability at these ten sites spanning 
six species, three continents, and cumulatively represented 31 years of field sampling (Figure 2). 
At all sites we used scan sampling of focal schools to define the predominant behavioral state of 
focal schools of dolphins at a constant sampling interval (Altmann 1974; Mann 2000; Lusseau 
2003a). The sampling interval was 15 minutes at most locations except for four sites (Figure 2). 
We defined behavioral states to be mutually exclusive and cumulatively inclusive (as a whole 
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they described the entire behavioral budget of the dolphins at that given site). We refer readers to 
the articles cited above for further details on each of the study site. 
 

 
Figure 2: Location of study sites and sampling details. World map provided by NASA- Visible 
Earth (http://visibleearth.nasa.gov/) 
 

We estimated transition probabilities as first-order time discrete Markov chains using these 
observed samples of state sequences. We constructed two chains for each site. If no boat 
interaction occurred between two state samples, we tallied the transition between these two 
samples in a control table. If a boat interaction occurred between two samples, we tallied the 
transition in an impact table. We discarded transitions between a sample succeeding an 
interaction and the following sample. In other words, if a boat interaction occurred between 
sample 1 and 2, we did not consider the transition between samples 2 and 3. If sample 2 was 
affected by boat interaction, then the transition between 2 and 3 could be considered neither 
impact nor control. We obtained square matrices of size s, where s was the number of states in 
the behavioral budget at a site, transition probabilities being: 

∑
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Where i was the preceding behavior, j was the succeeding behavior (i and j range from 1 to s), aij 
is the number of transitions observed from behavior i to j, and pij is the transition probability 
from i to j in the Markov chain. All subsequent analyses were carried out on the control chains, 
unless stated otherwise. Given the pilot whale sampling scheme transitions were dominated by 
control conditions but a small minority of transitions may be impact conditions (Auger-Méthé 
and Whitehead 2007). We could not distinguish between those in the dataset. 
 
 
Quantifying resilience and diversity 
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The engineering resilience of transition probability matrices was estimated using the 
convergence rate of the Markov chains; that is the log of its damping ratio (Hill et al. 2004; 
Wootton 2004): 

)ln(ln
2

1

λ
λρ =            (2) 

Where λ1 is the dominant eigenvalue and λ2 the second eigenvalue. Given this definition, 
resilience estimates can vary from zero to infinite. This damping ratio estimates how long it takes 
the chain to converge on the behavioral budget, the equilibrium, from its initial conditions. We 
used the entropy of the matrices to quantify their diversity (Hill et al. 2004) for two reasons. 
Firstly, this measure is directly related to other diversity measures used in ecosystem studies (e.g., 
Shannon’s diversity index) and therefore can be intuitively linked to the concept of system 
diversity. Secondly, it relates to the predictability of the Markov chain. A matrix with high 
entropy will be more unpredictable, that is the state in which it will be at the next step cannot be 
determined easily. The concept of flexibility is at the core of the concept of resilience, the more 
flexible a system the less likely it is to be shifted by a perturbation (Levin et al. 1998). This 
translates in behavioral system into the concept of predictability where a more unpredictable 
system is less likely to be shifted by perturbations, which is what the entropy measure allows us 
to test. The entropy of the transition matrices was defined as (Hill et al. 2004): 
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Where P is the transition matrix of size s, w is the dominant eigenvector of the matrix normalized 
to sum to 1 (it estimates the proportion of time spent in each state, i.e. the behavioral budget), 
and pij is the transition probability from state i to state j. Since the size of behavioral state 
repertoire was not the same in all populations (those were composed of four or five states in the 
nine populations) we normalized the entropies (Hill et al. 2004): 
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Hnorm varies from 0 when the state of the chain at the next time step is always known (transition 
is deterministic) to 1 when transition are completely unpredictable. We bootstrapped 1000 times 
the transition matrices, given the sample size and the number of samples for each transition for 
each study, to obtain confidence intervals around resilience and entropy estimates. 
 
 
The influence of sampling 
While most sites used a similar 15-min. sampling rate, four sites used different rates (common 
dolphins (Delphinus sp.): 3 minutes, Indian Ocean bottlenose dolphins (Tursiops aduncus) in 
Shark Bay: 10 minutes, long-finned pilot whales (Globicephala melas): 10 minutes, Hector’s 
dolphins (Cephalorhynchus hectori hectori): 3 minutes, Figure 2). We therefore calculated the 
relationship between resilience and entropy in two ways. We first used all the original datasets 
and we subsequently used re-sampled, with a 15-min. sampling rate, datasets for those sites that 
had different sampling rate. Sample size prevented us from re-sampling the original datasets 
directly. We therefore created samples for each of the three sites using the transition matrices to 
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inform a hidden Markov model. For each study, we created a sequence of 100,000 states using a 
hidden Markov model informed by the transition probability matrix in Matlab. The first 50,000 
states were discarded to escape initial conditions (burn-in) and the transition probability matrix 
was reconstructed using the sequence of the last 50,000 states. We then constructed two matrices 
using this sequence. The first transition matrix had the same sampling rate as the original one 
had and the second one was constructed by re-sampling the sequence using a 15-min sampling 
interval. We then calculated the resilience and entropy of both matrices to first assess how the 
matrix with the original sampling rate differed from the observed matrix and second to infer 
what the resilience and entropy values would have been for these sites if sampling had occurred 
at a 15-min. rate. We repeated this process 1000 times, bootstrapping the observed transition 
matrix at each iteration to estimate the uncertainty in resilience and entropy estimates due to 
sample size. 

We also assess the robustness of these two values to sample misclassification; that is the 
influence from a sample was wrongly assigned to a given state. We randomly reassigned p 
samples (p ranging from 0 to 20%) in the Doubtful Sound Markov chain and assessed the 
proportion of departure in resilience and entropy values. 
 
Relationships between resilience and diversity in simulated matrices 
We assessed whether the observed relationship between entropy and resilience may have 
occurred by chance using three sets of simulations. These simulations aimed at defining which 
feature of behavioral Markov chains may influence the relationship between entropy and 
resilience. First, we designed random matrices with elements drawn from a uniform random 
distribution [0;1]. Second, we designed random transition probability matrices, i.e. matrices with 
similarly drawn random elements but with the sum of the rows being one. Lastly, we designed 
random transition probability matrices for which the maximum value of each row was on the 
diagonal. For each of these three cases, at each iteration we drew ten 5x5 square random matrices 
and calculated the Pearson’s r correlation coefficient between their resilience and their entropy. 
We iterated this process 1000 times to obtain the confidence intervals around these correlation 
coefficients. We used this matrix size and number configuration to compare directly results to 
our observed dataset, using larger matrices, and more of them, yielded similar results.  
 
 
Elasticity of resilience and entropy measures 
Prospective perturbation analyses can help understanding the functional relationships between 
elements of a transition matrix and a feature of the matrix as a whole. For example such analyses 
can be used in population ecology to understand how, and which, vital rates influence population 
growth rate (Caswell 2000). We therefore used perturbation analyses to determine the 
contribution of different behavioral states to resilience and entropy. Hence, we were interested in 
the sensitivity of these two measures to small perturbations in transition probabilities. We 
calculated the sensitivity of resilience and entropy estimates to small changes in the transition 
matrices via simulations. We measured proportional changes in resilience and entropy in relation 
to proportional changes in transition probabilities by calculating the elasticity of those measures. 
We systematically perturbed each of the transition probability by 0.1% and then calculate the 
proportion by which each of the two measures changed after this perturbation (Caswell 2001) 
hence inferring the sensitivity of these measures to each transition probability. From these 
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sensitivity matrices, we derived the elasticity of resilience and entropy to each state by 
calculating the proportional changes attributed to each state. In the case of entropy: 
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elasticity matrix. The same applies to the resilience measure. From these estimates we can then 
define whether the predominance of a state in the population’s behavioral budget relates to its 
contribution to the resilience and entropy of behavioral sequences. That is we can estimate 
whether changes to predominant behavioral states are more likely to perturb the resilience or the 
entropy of the behavioral system. 
 
 
The influence of varying conditions on killer whales 
Interactions between boats and dolphins influence the dolphin’s behavioral transition probability 
and consequently can influence the behavioral budget of the affected population (Lusseau 2003a; 
Lusseau 2004; Williams et al. 2006; Stockin et al. 2008; Bain et al. submitted; Christiansen et al. 
submitted). Such consequences can lead to impacts on the biology of the targeted populations 
(Lusseau 2005a; Bejder et al. 2006; Lusseau et al. 2006b). Here we are trying to understand 
whether variation in ecological conditions to which the population is exposed can affect its 
resilience to disturbance, which would mean a change in the magnitude of the effect of 
disturbances on the behavioral budget of the population.  

Previous work at the Robson Bight-Michael Bigg Ecological Reserve (Figure 2) shows that 
the behavior of northern resident killer whales (Orcinus orca) at that site is influenced by 
availability of preferred prey, principally the local density of Chinook salmon (Oncorhynchus 
tshawytscha) (Ford et al. 1998; Lusseau et al. 2004; Ford and Ellis 2006). We also showed that 
boat interactions disrupt the behavior of killer whales at this location (Williams et al. 2006). We 
estimated the resilience and entropy of the behavioral Markov process for each year from 1995 
to 2003 to assess whether varying ecological conditions, Chinook salmon density in the area 
(estimated using catch per unit effort, CPUE), affected indirectly the magnitude of the impact 
caused by boat disturbance. This density measure is site-specific and does not quantify the 
overall salmon abundance over the whole home range of the population, but it also means that it 
represents the food conditions at the location sampled (Lusseau et al. 2004). We estimated the 
duration of foraging bouts from the transition probability matrix (Williams et al. 2006): 

ii
ii p1

1
t

−
=            (6) 

The intensity to boat exposure did not change significantly over the nine years (Williams et al. 
2006). We assessed the effect of boat interaction disturbances on the behavioral budget of killer 
whales by comparing the behavioral budget estimated from the control transition matrix and 
from the impact transition matrix. The budget was estimated by the left eigenvector, w, of the 
dominant eigenvalue of the matrices (Caswell 2001; Lusseau 2003a). The magnitude of the 
impact was defined as the impact budget’s mean deviance from the control budget: 
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Where di is the deviance for state i and wi is the element of w for state i. We tried a variety of 
ways to calculate the difference between the two budgets, which all lead to similar conclusions. 
 
 
Behavioral regime shift in bottlenose dolphins 
Recently the population of bottlenose dolphins living in Doubtful Sound, New Zealand has gone 
through a rapid shift in population biology parameters (Currey et al. 2008; Currey et al. 
submitted). While the adult survival rate remained constant from 1990 to 2007 (φadult(1990–2007) = 
0.9368; 95% CI: 0.9163 – 0.9526), the calf survival rate decreased sharply and suddenly between 
2001 and 2002 (φcalf(1994–2001) = 0.8621; 95% CI: 0.6851 – 0.9473; φcalf(2002–2007) = 0.3913; 95% 
CI: 0.2177 –0.5976) (Currey et al. submitted). One hypothesis for this decline is that the added 
energetic constraints of boat interactions on females is leading to reduced reproductive success 
as observed through a decrease in calf survival (Lusseau 2003b; Bejder 2005; Lusseau et al. 
2006a; Lusseau et al. 2006b). Boat interactions lead schools of dolphins to spend significantly 
more time traveling and less time resting (Lusseau 2003a). More importantly they lead to 
increased traveling bout duration which is energetically costly for individuals that already have 
other energetic constraints such as pregnancy or lactation (Conradt and Roper 2000; Lusseau 
2003a; Lusseau 2004). The 2001/2002 threshold corresponds to an increase in boating activities 
around the dolphins that may have pushed the population in a new, energetically more expensive, 
behavioral regime (Lusseau et al. 2006b). In summer 2001 boating activities lead dolphins to 
have on average 110min. between two boat interactions while this measure decreased to 70min. 
in summer 2002 (Lusseau 2005b; Lusseau et al. 2006b). This latter inter-interaction time lapse is 
similar to the ones observed triggering a shift in behavior in Milford Sound as discussed in the 
introduction (Lusseau 2004). We assessed whether such a shift occurred by comparing the 
control Markov chains for 2001 and 2002 and the impact boat interactions had on the behavioral 
budget of these dolphins in both years (using Eq. 7). 
 
 
RESULTS 
 
The resilience of the behavioral systems studied was significantly correlated to their diversity, 
the more unpredictable a system was (the higher its entropy) the more resilient it was (Figure 3). 
This relationship did not occur by chance. The resilience and entropy of random matrices were 
not correlated (Pearson’s r = 0.09, 95% bootstrapped confidence interval over 1000 iterations: -
0.612 – 0.660). These measures were also not related for random Markov chains (r = 0.53, 95% 
CI: -0.100 – 0.880). However, they were in the cases where the random Markov chains had a 
dominant diagonal (r = 0.65, 95% CI: 0.138 – 0.923). Hence behavioral sequences, in which 
behavioral states are performed in bouts, are inherently likely to have their resilience related to 
their predictability. We found that varying the size of the matrices or the number of matrices 
used to assess the relationships between resilience and entropy did not change these overall 
results. Therefore, the diagonal of matrices, which dictates the length of behavioral bout duration, 
plays a role in defining the relationship between entropy and resilience. Re-sampling chains with 
varying sampling intervals affected the estimates of resilience and entropy we obtained. 
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However, the relative relationship between these two measures was not affected by re-sampling 
(Figure 3a,b). Sample misclassification did not have an important influence on resilience and 
entropy (Figure 4). 
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Figure 3: The relationship between resilience and entropy for (a) the original Markov chains and 
(b) the re-sampled Markov chains so that all chains had the same sampling interval (15 minutes). 
Re-sampled chains are marked with open symbols. Error bars are bootstrapped 95% confidence 
intervals. Pearson’s r, with 95% bootstrapped confidence intervals, is presented for each panel 
for relationship between resilience and entropy. 
 
The behavioral resilience was not related to the observed impacts on behavioral budget 
(Pearson’s r = -0.28, 95% bootstrapped confidence interval: -0.55 – 0.27). That is, more resilient 
systems, as defined using the damping ratio of the Markov process characterizing them, were not 
in fact more resilient to disturbances. 
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Figure 4: The robustness of resilience and entropy to sample misclassification measured by 
proportional changes in each of these values for given proportions of samples misclassified. 
 
 
Elasticity of resilience and entropy measures 
The elasticity of entropy seems to be consistently, across studies, related to state rank, with 
predominant states having more influence on entropy than rarer ones (Figure 5a). The 
contribution to the elasticity of entropy of each state was significantly related to state rank in 
seven out of the ten studies (Spearman’s rank correlation < -0.8, p-values <0.05 estimated using 
1000 permutations in each instance). The predominant state had in all studies the most influence 
on entropy; given repertoire size such result could have occurred by chance with a probability of 
4.10-7. This trend was not apparent for the elasticity of resilience (Figure 5b). However, 
resilience and entropy were more influenced by the diagonal of the transition probability matrix, 
with maximum values of the elasticity matrices being preferably on the diagonal of the elasticity 
matrix (Figure 6a,b). Therefore, bout duration most influenced resilience and entropy estimates. 
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Figure 5: The elasticity of (a) entropy (H) and (b) resilience to the transition probability matrices, 
note the different scales on the axes. The proportional elasticity is presented for each state ranked 
from the predominant state (rank 1) in the behavioral budget (greatest element of w) to the rarer 
state (rank 4 or 5 depending on the state repertoire size). 
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Figure 6. The elasticity of (a) entropy and (b) resilience to proportional changes in transition 
probabilities. The figure represents the average absolute elasticity for each transition (5 states) 
across the ten studies. Note the peak along the first diagonal of the matrix, showing that bout 
duration disproportionately influences resilience and entropy. 
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The influence of varying conditions on killer whales 
As predicted from foraging theory (Mangel and Clark 1986), the duration of foraging bouts 
observed off Robson Bight increased with local salmon density (Figure 7a). While untested, 
given the small number of years studied, there is some indication that this relationship may be 
non-linear. The increase in foraging bout duration was related to a decrease in the entropy of the 
Markov chain as expected from the simulation work described above (Figure 7b). As bout 
duration increased, the chain became more predictable. As expected the relationship between 
these two variables, while robust, may be more complex as there appears to be outliers. This is 
expected given that foraging is only one of the states influencing the entropy measures and non-
linear interactions could emerge from conditions influencing different states in different manners. 
The resilience of the chain was related to its entropy, and therefore an increase in predictability 
lead to a decrease in resilience (Figure 7c). Resilience appear to be linked to the impact of boat 
interactions on the behavioral budget of the population (Figure 7d), hence a decrease in 
resilience would lead to an increase in the magnitude of the impact of boat disturbance (leading 
to a mechanism similar to the one described in Figure 1). 
 
 
Figure 7 (overleaf): The relationship between ecological constraints on the behavioral system 
and the effect of disturbance on that system in the case of northern resident killer whales. Prey 
density is related to foraging bout duration (a); as those bouts lengthen, the entropy of the 
behavioral system decreases (b), leading to a decrease in resilience (c), and a decrease in 
resilience is related to an increase in disturbance effect size on the behavioral budget (d). Error 
bars are 95% bootstrapped confidence intervals. The 95% bootstrapped confidence intervals of 
Pearson’s r correlation coefficient is also provided along with the likelihood that the relationship 
is not different from zero (significance at p=0.05). Photos are courtesy of Ken C. Balcomb and 
Rob Williams. 
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Behavioral regime shift in bottlenose dolphins 
The behavioral budget observed during control conditions varied from 2001 to 2002 (Figure 8a). 
Dolphins spent significantly more time traveling and less time resting and socializing. The nature 
of these variations is similar to the observed impact of boat interactions (Lusseau 2003a; Lusseau 
2004) on the behavioral budget of these dolphins (comparing control and impact conditions). 
This energetically more constraining budget was not matched by an apparent increase in energy 
intake as there was no changes in the amount of time spent diving (foraging most likely to occur 
during the diving state, Figure 8a, Lusseau 2003a). The duration of traveling bouts significantly 
increased (by 37%) but the duration of resting bouts did not (Figure 8b). We can conclude from 
the budget and bout duration results that dolphins engaged less often in resting bouts during 
control conditions in 2002. The impact of boat disturbance on the dolphin budget did not change 
significantly from 2001 (d2001 = 0.056, 95% bootstrapped confidence interval: 0.0187 – 0.0991) 
to 2002 (d2002 = 0.044, 95% CI: 0.007 – 0.114). 

As expected (Figure 5) this increase in bout duration of the predominant behavior (traveling) 
lead to a significant increase in the predictability of the Markov chain (H2001 = 0.78, 95% 
bootstrapped CI: 0.748-0.813; H2002 = 0.70, 95% bootstrapped CI: 0.654-0.741). This decrease in 
entropy was however not matched with a decrease in resilience (R2001 = 0.57, 95% bootstrapped 
CI: 0.464-0.687; R2002 = 0.62, 95% bootstrapped CI: 0.511-0.747). 
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Figure 8: Variation in the Doubtful Sound behavioral system from 2001 to 2002 assessed from 
the differences in behavioral transitions during control conditions: (a) variation in behavioral 
budget (proportion of time spent in a given state) and (b) variation in bout duration. Error bars 
are 95% bootstrapped confidence intervals. 
 
We would have expected to see a slowing down of the recovery rate of the Markov process 
(resilience) with the increase in boating activity (changing conditions) that occurred from 2001 
to 2002 (van Nes and Scheffer 2007). Given that we saw both no change in this measure and 
significant changes in the behavioral budget leading towards a more predictable regime, we 
hypothesise that this represents a shift in the stable state of the behavioral system in Doubtful 
Sound (Figure 1). The 2002 behavioral regime was energetically more expensive which could 
explain the observed population-level changes. 
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DISCUSSION 
 
Changes in transition probabilities do not affect the resilience of the behavioral system directly. 
However, these changes can affect the resilience indirectly by affecting the predictability of the 
system. As the system becomes more predictable, often because of added constraints in the form 
of increased bout duration, it becomes less resilient. Indeed, our prospective perturbation 
analyses confirmed that bout duration is an important driver of behavioral resilience and entropy. 
This decrease in resilience does affect the impact disturbances will have on the system, showing 
that this resilience measure is a biologically relevant mean to assess the relative consequences of 
disturbances on behavioral systems. However, this measure is not absolute and cannot be used to 
compare directly the resilience of different systems. This could be for two reasons. First, while 
the stimulus was the same in all studies (boat interactions), the disturbance this stimulus would 
have created was different for each system. Boat interactions can disrupt the acoustic cues 
dolphins use for foraging and staying in contact (Erbe 2002). The behavior of boats during the 
interactions can also physically constrain the movement of these animals (Lusseau 2003b). 
Therefore, the disruptions incurred on the behavioral budget of the studied populations may be 
emerging from either disturbance mechanism or a combination of both depending on 
characteristics of the population ecology. Second, each system is indirectly influenced by a wide 
variety of extrinsic conditions. The magnitude of the effects of these conditions on the resilience 
of the system will vary between sites, as we show with the killer whale case study, and hence 
influence inter-site comparisons of resilience. 

When compared within a site, resilience and entropy are useful measures to infer the 
conditions of a system. They can be used to draw general principles on the way to both maximize 
the resilience of behavioral systems and minimize the impact of disturbances. The northern 
resident killer whale example shows that at that site the effects of disturbance and the whale’s 
prey local density are indirectly related. Such relationship should be further investigated to 
inform the management of human disturbances. Moreover, the understanding we gained in this 
study on the link between entropy and resilience provides useful guidelines for the application of 
the precautionary principle in disturbance management. Systems that have behavioral constraints 
are likely to be more impacted by disturbances because they are less plastic. Examples of such 
constraints may be spatial and/or temporal heterogeneity in prey availability or in access to 
conspecifics. The entropy measure is particularly sensitive to influences on the predominant 
behavioral state in the behavioral repertoire and hence disturbances to those states will have 
greater impacts on the behavioral budget overall. In Robson Bight, an increase in prey 
availability increases foraging bout duration constraints on the killer whale population. This may 
be because the schooling behavior of salmon changes as their abundance increases; salmon 
moving in fewer, larger schools. These behavioral constraints in turn influence the effect size of 
disturbance on the whale’s behavior. There are some indications that large-scale climatic 
variations in the Pacific Ocean are a good predictor of salmon abundance for this location with a 
two-year lag (Mantua et al. 1997; Mote et al. 2003; Lusseau et al. 2004). Hence, it may be useful 
to make use of this relationship to predict the years during which the killer whale population will 
be less resilient to disturbance. 

In Doubtful Sound, an increase in bout duration has lead to a decrease in the plasticity of the 
dolphin behavior. The increase in time spent traveling may be the result of a decrease in prey 
density at foraging patches (Lusseau and Wing 2006). However, the lack of variation in diving 
behavior does not support an influence of food availability. In contrast, such increase can be 
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likened to the shift in avoidance tactics observed in Milford Sound at the same inter-interaction 
interval threshold (~70min., Lusseau 2004). Boat interactions only occur in 1/7th of the 
population home range for the bottlenose dolphin population visiting Milford Sound. In contrast, 
boat interactions are pervasive in Doubtful Sound occurring throughout the population’s home 
range. An increase in time spent traveling may be perceived as a shift in avoidance tactics to 
maintain control on the impact of interaction disturbances by increasing spatial avoidance when 
the intensity of boat interactions increased. 

Given the resilience estimate in Doubtful Sound, which is a measure of the system’s recovery 
rate, the behavior of a dolphin school is 98% recovered after 110min and 93% recovered after 
70min since the chain converges at least as fast as exp(-tlnρ) (Hill et al. 2004). If the inter-
interaction interval is 70min. a school of dolphins will have on average six interactions per day, 
while if it is 110min they will have four interactions per day. This means that at the end of the 
day in the 110min scenario the school will be 92% recovered (0.984) and in the 70min scenario 
they will be 65% recovered (0.936). Therefore, disturbances can have a cumulative effect on 
these systems in instances where the systems are not given sufficient time to recover after each 
disturbance. Extrinsic conditions and lack of sufficient recovery can therefore interact to result in 
shifts in stable state even when the resilience of the state would have been preventing such a shift. 
This could explain dolphins using larger-scale avoidance tactics to manage the cumulative 
effects of disturbance as we observed in Milford Sound (Lusseau 2004).  

These effects are particularly compounded in group-living species that are not assorted by 
body size/metabolic regimes (Conradt and Roper 2000). In these instances, conflicts between 
survival and reproduction can lead to sub-optimal immediate behavioral solutions for some 
members of the groups (Heithaus and Dill 2002; Lusseau et al. 2003; Bejder 2005). These 
discrepancies can be exacerbated by disturbance management tactics, leading to behavioral 
regime shift that brings the population into a sub-optimal biological basin of attraction (such as 
observed in Doubtful Sound). This study provides a theoretical framework to investigate how 
such biological shifts can evolve from the way animals behaviorally manage disturbances to 
which they are exposed. 
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